Recent Developments in
Clustering and Data Analysis

Développements Récents en Classification Automatique et
Analyse des Données
Proceedings of the japanese-French

Scientific Seminar
March 24-26, 1987

Edited by

Chikio Hayashi Michel Jambu

University of the Air Centre Natiopal d’Ftudes

Wakaba, Chiba des Télécommunications

fapan issy Les Moulineaux
France

Edwin Diday Noboru Ohsumi

INRIA The Institute of Statistical

Domaine de Voluceau Mathematics

Le Chesnay Cedex Minato-ku, Tokyo

fFrance Japan

ACADEMIC PRESS, iNC.
Harcourt Brace Jovanovich, Publishers

Boston San Diego  New York
Berkeley London Sydney
Tokvo Toronto



ROLE OF COMPUTER GRAPHICS IN INTERPRETATION
OF CLUSTERING RESULTS

Noboru Ohsumi

The Tnstitute of Statistical Mathematics
4—6~7, Minami-Azabu, Minato-ku, Tokyo, JAPAN

I. INTRODUCTION

The wutility of compurer graphics has now won the
recognition of many researchers specializing in data analysis,
and & varierty of graphical representarion methods have been
proposed by them. What data analysts expect most from
graphical representation is to obrain a firm grasp of the
intrinsic strucrure of collected data by visuvalizing their
features.

The hardware environment bears very closely upon free use
of graphical representation as a means of data analysis. In
this connection, it deserves attention that the functional
improvement of wmwicrocompurers and workstations, realized
recently in upgraded graphics functions as well as increased
performance in peripheral equipment, bhas provided a wider
freedom of graphical representacion and greater ease of
graphics equipment operation.

These graphical representarion methods have some common
feartures: (1} representing the features of multivariate data,
(2} visual inspection of the relationship among variables, (3)
observing data discribuction, {4} projections based on data

ransformaction and fearures seiectiocn, and (5) enhancement of

]

nerinsic features in data.

[

e

RECENT DEVELOPMENTS in Capyright © 1388 py Acaaemic Press, ing,
CLUSTERING AND DATA ANALYSS All rights of reproducion in any TOrm réserves.
SBN 0-17-213485 7

b
ot



202 Recent Developments in Clustering and Data Analysis

TT. GRAPHICAL REPRESENTATION IN AUTOMATIC CLASSIFICATION

Graphical representation is also applied for visualizing
the results of automatic classification. While these can be
represented on a computer graphics display with littile
difficulty, the interpretation cf displayed graphs and figures
is not as easy as the observation of histograms and scatter
plots and tends to be influenced by subjective judgement. It
is for this reason that computer gréphics leaves something to
be desired despite the increasingly important role it is
playing in automatic classification.

In most cases, these representations of classification
results must be considered the preiiminary stage to developing
more suitable graphical representation methods for grasping
the meanings of classification. At the same time, manv of
clustering methods are heuristic in nature, and importance is
attached te the comparison between classification methods as
well as the comparison of ciassification results. Thus, what
the analyst expects from classification can be summarized as

follows.

. TImmediate visual inspection of classification results.

2. Fast recognition of what is being classified in what way.

3. Easy identificatiom of the class tc which an individual
belongs.

4. Simplified recognition of the variables contributing to
classification in multivariate data.

5. Rapid wunderstanding of the differences or similarities

between clusters by visual inspection.

However, in fulfilling these requirements with computer
graphical methods, a brecad overview and consistent appreach is

imperative. The aceummbrtionce. sgiecors+hme.  and orocoediirecg
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vunderlying e particular computerized representation must be

efully examined to assure compatibility and consistency

it
ith other graphical methods wused %y the analyst in his

b
¥

analvsis. Failure to maintain such ceonsistency in both
individual modules and, especially, in integrated packages
will tend to magnify the subjective eiement inherent in visua:
interpretation of graphical representations. Hardware
consistency is also required. The hardware environment must
be constructed svstematicalliv to optimize the capabilities of

~he software svstem.

in addition to consistency, the ideazl system shouid have

flexibilitv, alilowing the anaivet to select from a wide
variety of graphical representati n methods and conventional
muitivariate methods and to do so rapid.y anc easily.

For the past several vears, we have Deen WOTKing on the

o

cevelopment of such an integrated., <consistent hardware-
software system for use in performing automatic classification

andé in visualizing and interpreting the resultis.

£II. CONCEPT OF COMPUTER CRAPHICS SYSTEM IN AUTOMATL
CLASSTFICATION

Because o¢f the phenomenal <development 1n computer
technologies in recemt vears, it Is now possible tc meet a:l
standard requirements for data aneivsis using terminals
connected to  large-scale  computers or  microcomputers.
dowever, 1in order to meet the demands of cata analysts as
described above, development c¢f a computer graphics system
designed specifically for the use of experts is much desired.
A project started some vears ago provided an copportunity for
us o embark on the development cf such a computer svstem in

1982. We started with a minicomputer beceguse the powerful
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microcomputers seen todav were not available at that time.
The syvstem has since been refined and upgraded by stages and
is now a powerful syvstem using graphics. It has been given
the name Automatic Classification Techniques for Interpre-

tation, Visualization and Evaluation, or siwmply., the ACTIVE

workstation.

A. System Design Policy and Features

The ACTIVE workstation has been built in stages. At

Fh

irst, a minicomputer with inteliigent color graphics display
was introduced as an inteliigent terminal comnected tc a
large—-scale host svstem. Next. the peripheral equipment were
strengthened by  iIntroducinrg «coicr XY¥-plotters, tablet
digitizers, color video <cameras, <video Trecorders., 1mage
recorders, etc. Recently, professional workstations, graphics
server processor and high~resoiution celor display were added,
and as completed, the svstem consists mainly cof the work-

station. Figure 1 shows the configuraticn of <the ACIIV

R

workstation. The ACTIVE workstation has the foilowing

features.

i. The workstations and minicomputer can be <used indepen-—

dently in the system.

e

Z. Both sexve as intelligent termibals tc the host system-

3. Each of the special microprocessors built inte the coior
graphics displays is available for image analysis and
provides intelligent

4. A chapnel controller links the various compenents to each
other and to a host system, zllowing free access tc any
part of the system.

5. TFiles can be freely transferred between subsystems.

6. Additiomal microcomputers can be linked te the workstatiom
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tc serve as new terminals f{e.g.. Macintosh, NEC-9800

series).
What is notable about the system desigrn 1s that all its
components are organically interconnected with the werkstation

installed as the svstem core, permitting real-time access to

re

any subsystem at any time according to the needs of the data

analysis.

B. Software Environment

The system currentlv provides a well-integrated hardware

environment, but its scfitware envirconment requires further
sophistication. The svstem scoftware deveicpec thus far
includes: (1) integrated set cf data snalysis techniques, {2

management software for graphical devices. (3) interface

management software, and {4) =xhe handlers and associated
software for peripheral devices. The integrated set of data

analvsis techniques includes the hnierarchical classification

methods. k-means method. classi

iree) and tivariate AID methods,

£
o
[

MST {(Minimum Spanning
principal components analvsis., correspeondence analysis. simple
descriptive statistical methods, etc.

Graphics functions are avaiiatle Zfor monochrome bitmap
displavs and color graphics displays. The two color graphics
displays are intelligent and have a number of graphics and
mathematical primitives included in removabie ROM cartridges.

The handilers developed to use these ROMs reaiize plotting and
color handling of almost ail kinds. Alithougnh kine

is rather difficult by virtue of the system configuration., it
can nevertheless be realized bv adequate application of the
graphics server processcr. QOther system components include
tablets for linework information input and color XY-plotters

for graphics output.
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The ACTIVE workstation 1is controlled from the main
workstation via a channel contrciler which allows any of the
subsystems to be connected directly, or indirectly, to any
other or to the host system. Analvsis data and results, beth
statistical and graphics, can be freely transferred among the
subsystems. Finally, each of the subsvstems can be used

independently as a standalone system.

IV. CASE STUDIES

In the following sections, some of majior studies made
using the ACTIVE workstation will be introduced. Although
many of these studies have already been repofted ar scme
conferences, we consider it worthwhile to review them here as
examples of the effective application of computer graphics and
automatic classification methods. This is because each of
them serves as evidence of our contention that the data
analysis that we hope for can never be realized by a mere

aggregation of graphical representation techniques.

A. Areal Clustering System and Its Applications

The areal clustering svstem of the ACTIVE workstation is
an integrated set of classification techniques developed fer
areal partition wusing multivariate observations that have
locate coordinates on the plane (5), {(6). These techniques can
be broadly classified into two phases according to the
features of the data handled. One 1is NTAP (Numerical
Techniques for Areal Partitiom) and the other is IMAGE {Image
Generator of Colored Maps). The preceivable application for
NTAP include classification wusing LANDSAT data and areal

partition using land-use data. NTAF is extensively used in
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the analysis of data from remoielv-sensed measurements.

The cobjective of IMAGE is %o generate image informaticn
covering the entire area from discrete and irregularly
distributed multivariate observations om the plane (accord-~
ingly, on the objective area) for visual presentation of the
general features of such partial data and for drawing ocut the
characteristics which are hidden in them. From the partially
located data on the screen, IMAGE generates a visual map
covering the whole screen and is aimed at stimulating the
observer's cognitive powers. As an example of IMAGE appli-
cations of the past, we can cite the case where it was used in
the analysis of attitude survey data of urban dwellers for the
purpose of generating various “colored attitude maps’ from the
survey results of urban envircnment assessment. The distri-
bution of attitude data in the survev area, obtained from
respondent answers to any specific questions, can be displayed
as such colored attitude maps. With a simple glance at these
maps, the observer can acquire a firm grasp of xespondent
opinions to the question, and can also compare the attitude
survey data with other kiands c¢f area information, such as
amount of greemery. Furthermore, if several questions are
asked, the data obtained from respondents can be converted
te composite scores by correspondence analysis and principal
components analysis and displayed as colored maps. It 1is also
possible to overlay the colored maps of individual questions

and to generate composite color maps by image processing.

B. Use of Color Imaging in Automatic Classification

There are many ways of representing multivariate data
using computer graphics. New, colored representation meticds
have been proposed because the raster graphics display has

been made much easier to use in recent vears (10). Color
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.
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n

image handling is one of the features cf our svstem, and i
possible to develop programs making fuller use of wvarious
color handling functions. Develcpment of such programs is
made easy by the powerful graphics software and the integrated
set of color model transformation orograms that we have
developed (8). To present the results c¢f various analyses.,
including automatic classification, immediately om the color

display, it 1is necessary tc use a color handliing interface

RN
N

program for linking the data analysis techniques and the color
monitor. Special attention should be paid te the color models
used to simplify the user interface. In oither words, =he
program must be developed using the RGB (Red, Green, and Blue)
model for hardware control and the BELS or HSV ({(Hue, Satura-
tion, and Lightness or Value) mode s which are closer to the
human color perceptional modeis, <fox the analyst. if
development of this program is to be completed in a short
time, it dis essential that the color handling system be
applied using color models., based on the set of transformatiom
programs between color models. A orogram for cclor imaging of
automatic classification results Is generated wusing basic
software consisting of these programs and the graphics service
routines provided as part of the standard system software {(9}.

Unlike the case where color assignment is made using a
color look-up table and a limited number c¢f colers, the

program thus generated presents the following features, and

problems.

i. Changes in color are contrclied on the basis of the three
color elements (hue, saturation. and lightness;.

2. Accordingly, each color bears a certain meaning and

corresponds to a certain tendency of the classification

results (colors are not just painted on).
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3. However, perfect cclor handliing is still very difficult
because of numerous problems remaining in color scilence.
Hence, program development must be planﬁed with a clear
understanding of the differences hetween the ceolor image
on the computer graphics display and the human color
perception.

4. Peripheral equipment must be used with a clear wunder-
standing of the differences between the <color system
adopted for printing and reproducing <color 1image

operations and that adopted for the computer graphics.

Colored Pattern Matrix and Cclor Patterns

The greater part of the quantitative data handled in data
analysis is made up of multivariate data matrices consisting
of dindividuals by wvariables. The objective here 1is to
represent the features of such a matrix as a color pattern.
The cclor model transformation programs play an important role
in the following process required for features representation,

although the process itself is quite simple.

(S1) 1Individuals of the givenm multivariate data matrix X are
classified by a suitable method and reordered.

(82) Variables are also reordered by a suitable method using,
for example, principal component loadings.

(S3) The doubly reordered matrix and each of its elements is
converted to color informationm using the HLS model. The
new matrix prepared is taken as “colored patternm matrix"
Y, and each of its comnverted elements is transmitted to
the color monitor through the RGB <color model to
represent the matrix Y as a "color pattern.” Next, the
lightness is linearly rescaled to reflect the dispersion
of distribution of each wvariable of the multivariate
data. The hue and saturation are determined using the
component loadings derived from the principal components
analysis of the original data matrix X.
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Coloring Principal Component Scores

Since the vector corresponding to each individual of
colored pattern matrix Y is expressed by means of the three
color elements, it is called a “coior vector.’ A plot is
prepared that shows the arrangement ci scores obtained for any
two components derived from the matrix X, and the cclor
vector is placed on the coordinates sheowing the principal
score of each individual. In this way, each of the nulti-
variate observations can be observed as a "color belt” within
the reduced dimensions. This method offers the feollowing
advantages: (1) ambiguity of primncipal components scores can
be removed, and the meaning of the scores can be shown as
cclor, (2) patterns of ciustering can be enhaﬁced in colcr.
(3) discrepancy among clusters and variabie features cause by
outliers can be grasped with ease in color, and (4} variables
characterizing individuals can be compared as changes in
celor.

The most outstanding advantage of this method is that the
features of the origimal data matrix X can be observed
directly as colored images. Dendrograms, scatter diagrams and
distribution of principal components scores can naturaily

observed in time with the obtained color patterns (see the

experimental resulits described below).

C. Classification of Large Data Sets and Its Representation

The main memory size of the workstations and minicomputler

ot very large. For this reason,

[
n
)

of the ACTIVE workstation
considerable difficulty was inveolved in classifying large-
scale data sets (of at least 5.000 to 10,000 cases) or to
represent classification results quickly on the display.

However, since workstations and minicomputer can be used as
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£v host svstem, it is certainly

s

terminals of & large capac
possible to classifv large-scale data sets wusing the
statistical systems impiemented in the host system ({5PAD,

GENSTAT, SAS, MINTS). The results cf su

N
M
=t
o
4]
=
=
o
9]
[s1]
jaa
vy
ol

transmitted to workstations and wminicemputer by
and represented on the display after editing and data
modification, Nevertheless, there is no doubt that inter-
active workstations and minicomputer are more suitable to
increasingly detailed and sophisticated data analysis while
watching the classification process step by step. Moreover,

various ideas are required in order to apply large-~scale data

Clustering to microcomputers with smalil memory sizes,., amnd it
is useful to watch the classification process by graphica
representation because the szigorithm is often heuristic in
nature.

The objective here is not to directly display the
distribution of large-scale data. The graphical represen-
tation is applied as a meamns ¢f presenting the skeleton of the
data structure wusing the cliassification results. In cother
words, it is applied fer the purpose of representing the
intrinsic data siructure or the fundamental dsta features ou
the displav. The process actuaily adopted for classilication

is as follows.

(S1) A partial data set is generated by sampling a given data
set at random im a certain proportion.

(52) Sampled data is subjected to the initial classification.
At this time, the number of clusters is designated to be
as large as possible to generate a large number of
groups. The distance table is nct used because it calls

for the use of a large matrix. The k-means methed Is
used 1in a Hhierarchical manner to obtain the tree
structure.

(S3) The classificatiorn thereby completed 1is displayed by
tree representation as the ‘preliminary classificatiom.”
Kext, a tree showing cluster features is produced using
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the fractal recursivity described below.

4) All individuals in the data set subjected tc the initial
classification are classified consecutively using the
tree obtained in (S3) as a decision tree (i.e., each
individual is assigned consecutively tc some cluster in
the tree bv binary decision rule).

Pt
8]

{55) After all individuals is assigned. 'recliassification” is
executed using the centroid vector of each c¢luster at
the terminal end of the tree. The reciassification made
in this step is the fine adjustment of the relationship
between each cluster and the ipndividuals belonging to
each cluster. At this time. the tree structure is
reconstructed by making use of the reciprocal nearest
neighbor (this reconstruction Is called “refinement
using back-tracking”).

S6) The fractal tree structure obtained by reclassification
is dispiaved and observed again, and is compared wit
that obtained by the preliminary la ssification-

o

PN
&N
-~

.

A comparison of any two clusters in the tree is observed
by displaying it as a type c¢f Lissajous figure.

Method of Tree Structure Representaticn

The tree structure obtained in {85) and (S6) above
differs slightly from ordinary dendrograms. To generate fthis
tree representation, attention is directed tc the fractal
technique of tree models. The fractal plotting is intended to
make the plotted tree model look like a natural tree as much
as possible. Here, attention is focused on its recursivity
and parameter control, with ingenuity exercised so that the
tree structure can reflect the data structure tc ap extent and
the computer program can be simpi:ified for faster image
generation.

In general, when generating a tree structure, the changes
in the tree form are controlled by specifving the fellowing
parameters: (1) exterior angle between the limbs, {(2) ratic
among limb lengths (3) number of limbs, and (4} 1imb diameter,
decline in 1imb diameter toward the treetop, limb bending,

etc.
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The tree structure czn be made as complex as desired by
varying the values of these parameters. Since branching of
each 1imb of a cluster is equivalent tc the decomposition of

es are established: (1)

bt

the sum of squares, the following ru
the between-—ciuster sum of squares ccrresponds tce the angle
between the limbs, (2) the within-cluster sum of squares (or
within-cluster variance) 1is applied to the length of the
1imbs, (3) 1imbs are allocated tc the left and right regulariy

according to the vaiues of the within-cluster sum of squares.

Thig is related to the bend of <he limbs.

Graphical Representation of Relationship between Ciusters

The tree structure has a drawback te intuitively grasping
the similarity between the clusters. Hence, it 1s 1e

to develop a method of observing the relatiomship between
clusters. Since multiple individuals are contained in each
cluster and all are multivariate data, the folilowing method

was devised.

(S1) Mean vectors of clusters are compared, and the similar-
ity among them is displayed by graphical representaticn.

(582) Andrews® functional plictting, a graphical representation
method for multivariate observations, dis taken and
projected tc produce z two-dimensicnal plot.

The p~dimensional mean vector of a cluster is expressed as

x, and that of another cluster as y. At this time, the twe

polvnominals obtained by Andrews’ method are expressed as

fellows:
f(}g;t)=x1/¢'2+x? sin t + x, cos t + x, sim 2t + ...
£y t)= b /42 + Y, sin t + y, cos t + Y sin 2t + ...
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£

These twc function are rpreiected within the two-

i

cimensional space to obtain the trajectory cf the peint
(f(x;t), fly;t)). The figure plotted by the trajectory
cleariy shows the similarityv between the twe clusters, and is

a type of Lissajous figure. It ig¢ possible to compare mean

£

vectors of clusters by drawing a Jlarge number of one-
dimensional Andrews' plots. However, observation of the
relationship between the two <clusters by two-dimensional
pletting at each stage of the tree structure in seguence is
displayed &as the changes in cluster structure, and conse-
quently produces quite different information to that obtained
from an overall observation of the tree. Further discussion
will be required to explore the mathematical significance of
the figures obtained by this method and the relatiomship
between the Lissajous patterns and the data structure. 1t is
generally thought, however, that Lissajous figure can be used
as an effective tool of visual comparison of twe sets of
multivariate observations. It can also be used for graphical
representation of similarity or dissimilarity among the

individuals.

. Some Experimental Results

Below are the experimental resuits obtained using artifi-
cial data sets for the purpose of examining the effectiveness
of the methods discussed in B. and C. above. The artificial
data was prepared by combining five groups of three~dimen-—
sional normal random numbers {see reference 2). The number of

individuals is 5,000; Figure 2 shows the scatter diagram.
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Result 1

Figure 3 (a) and (b) show the tree structures presenting
the results of preliminary classification and reclassification
of the artificial data. It can be seen that the features of
the original data are fairly weli exposed by the <tree
structure, as indicated by the fazirly large limb angles. 1In
other words, the outline of the large given data set is
enhanced by the tree. For the purpose of comparison, a
certain group of data (the group shown 1in the upper left
corner of Figure 2~(a))} was sampled from the given data for
similar tree representation shown in Figure 3~(c¢). Unlike the

previous results, the homogeneity of data can be clearly

observed from the small angle of limb branching.

Result 2

The feature of clusters obtained in the analvsis can be
also observed as the color pattern described before (see
Figure 4&). Although the pattern 1is printed here as a
monochrome copy, it shows the features of each cluster quite
well., Compared with the results of Result 1, the dispersion
in each cluster is represented more clearly as changes cf
color in the variables, especially, variable Xye
Result 3

Comparison among the c¢lusters was periformed using
Lissajous figures. Figure > shows a comparison o¢f two
clusters numbered (1) to (§) , respectively, in Figure 3-(b).
Since three-dimensional data was wused in this case, the
generated curves are rather simple. TIf data with more
dimensions is used, however, complex, vet still useful figures

will be generated. The symmetry, inclination, lcocation of
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Figure 5 Visualizing the relationships among
the clusters
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Figure 6 Pair comparison between two clusters
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center, convexity of the £figures shown 1in this analysis
represent the similarity and cifference among the clusters.
1f we take four clusters from the figure (C38, C75, 696
and C9?) and draw a pair comparison of their meap vectors as
a Lissajous figure, the result is shown in Figure 6. These
are quite useful at showing the relationships among the
clusters. This is equivalent to plctting the distance table
for the clusters. Thus Lissajous figures aid in visualizing
cluster relationships which are insufficientlv clear in the

tree structures.

V. CONCLUSION

There are none who argue against the high utility of
graphical representation for quick visual inspection of
complex data structures. At the moment, however, reluctance
is generally felt in using the information obtained by
graphical representation as a direct clue for making decisions
in data analysis. The graphical representation methods are
constructed rather as a means of grasping intuitive informa-
tion that can be wused in opening up the way to higher
sophisticated model analyses. It is precisely for this reason
that great importance is attached to the building of a
well~integrated cowputer system enviromment which is suitable
for graphical data analysis. Though small in scale, the
ACTIVE workstation introduced inm this paper has shown its
efficiency as an experimental system. The following
improvements are planned for further functional upgrading:
(1) development of a programming language with easier-to-use
graphics amd of object-oriented tocls with sufficient
extensibility to swmoothly 1ink graphics functioms using

classification results with the algorithms of graphical
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N

representation, and (2} raising tte system to the level of an

rr

expert system.
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