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FOREWORD

Along with the development of Computer Science, the
collection storage of data arrays is extending in all fields.
The aim of Data Analysis is to extract from such arrays useful
information that can be easily read by the user. For that purpose,
it relies on computing techniques and develops methods (using
from the simplest to the most sophisticated mathematical theories).
Its current dynamism results from the large variety of stored
data and of issues raised by the users.

Further, the advent of nev technology (micro, mini
and parallel computers) and new software tools (relational data-
bases, graphic systems, expert systems ...) raises nev and
interesting problems and increases the importance of the disci-
pline. Because of the potential applications and research issues
in the area, Data Analysis is taught in an increasing number of
schools and universities.

The organizers wish to extend their thanks to all the
authors, to the referees who have selected the best contributions,
to all the scientific specialists for their participation in the
Conference, and to the Public Relations Department of INRIA who
actively contributed by its efforts to the organizational success
of this meeting.
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PRACTICAL TECHNIQUES FOR AREAL CLUSTERING

Noboru Ohsumi

The Institute of Statistical Mathematics
Tokyo, Japan

The procedures of areal clustering for data analysis using multi-
variate observations at digitized pixels on the plane are proposed
here. These are broadly classified into NTAP and IMAGE, according
to the characteristics of given data, the coordinates of the pixels
and by how such data are used. Several different ways are provided
for user's choice, according to the complexity of the object region.
The results obtained from areal clustering can be exhibited on a
color display, making it easy to explore and observe the multi-
dimensional knowledge contained in the object region. To evaluate
the validity and practicality of procedures, artificial data similar
to actual one are generated. The performance and achievement of
areal clustering procedures are investigated by the experimental
results of processing these data.

INTRODUCTION

The objective of this report is to propose a number of procedures, called "areal
clustering techniques", which are effective in "partitioning the object region of
interest on the map into several similar areas" using statistical data on that
region. It is also difficult to develop a system generally applicable to statis-
tical data analysis because areal partitioning is intended to serve a variety of
purposes and data given for these purposes are very versatile. Therefore, main
efforts were directed toward developing practical areal clustering techniques with
as wide a range of applications as possible by assuming hypothetical conditions
for the purpose of areal partitioning and the construction of given data.

CONCEPTUAL BACKGROUND

Actual data are applied to the object region on the map. For the purpose of
analysis, however, these data can be condsidered image data on a color graphic
display. In other words, the basic data used in areal clustering described here
are consisted of multivariate observations at grid-squared or digitized pixels on
the two-dimensional plane, although consideration of altitude are occasionally
required. Here, the multivariate observations of this kind are considered in two
broad categories, described below.

In one category fall the data regularly or consecutively observed at all pixels,
as exemplified by the data of remotely sensed measurements and data obtained by
mesh or grid systems. The amount of these kinds of data is very large, and even
the standard image involves pixels ranging from several tens to hundreds of
thousands in number, depending on the size of the object region and the required
accuracy of measurement.

In the other category fall the multivariate observations obtained not from
irregularly sampled points (though these points are not totally random), but from
specific points. Data of this kind are extremely small in amount in comparison
with the total number of pixels in the image.

For example, data falling in this category include survey data compiled and
aggregated for each spot selected at random by two-stage sampling from the whole
area covered by a dwellers' attitude survey, and the data of statistical area,
such as census tract, which are applied to the geometrical centroid of the area of
concern.
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A. factor common to these two categories is that multivariate observations at
pixels are used. How the pixel coordinate data are handled bears closely on the
dqta analysis, so careful attention should be paid to the basic approach to areal
linkage and proximity.

Fgr rough areal partitioning, it is possible to integrate neighbor areas into a
single area, and the coordinates of each pixel can be included in the multivariate
observations. When any specific, small objectives or small regions are to be
§elected, coordinates are not necessary. If observation points are given
Trregu]ar]y, then the problem arises as to how to define and delineate the sphere
influenced by the information obtained from each observation point.

Datg of‘ multivariate observations cannot be utilized to the full by simply
de!1qeat1ng the object region or segmenting it by coloring. For more effective
ut11!z§tiqn of such data, the multidimensional information obtained by areal
partitioning should be converted to color image by a suitable coloring system.

This calls for the availability of an easy-to-use color display unit which permits
the user to examine a new partitioning method in quick response to the need which
he notes while watching the partitioning data of the object region.

The aboye fact nearly eliminates the possibility that computer performs completely
automatically the whole process of areal partitioning, especially because coloring
must proceed step by step on the basis of some prior knowledge given about the
region. Considering the diversity of purposes of data analysis and the complexity
of characteristics of the object region, a number of different cases can be
perceived for providing the said prior knowledge, as enumerated below.

(1) Regions relatively uniform or homogeneous (called "typical regions") and a
plur§1. number of typical subregions representing each of them can be
specified from various statistical data.

(2) Designation of typical regions is difficult, and selection of typical
subregions require certain pre-processing of data.

(3) Designation of a large area like typical region is difficult, and observation
can be made only at Timited points suitably sampled from the object region or
suitably arranged in it.

In cases (2) and (3), selection of typical subregions can be made easier by
automatic partitioning, even if it is not performed perfectly. If automatic
c]as§1f1c§t1on is applied in the accumulation of area knowledge and areal
partitioning is conducted using such area knowledge, then it can no longer be
called simple automatic classification.

For this reason, some procedures proposed in this report are slightly different
from the methods of spatical statistics, spatial pattern analysis, and statistical
pattern models which have come to be discussed recently in many related fields.
Nor are the proposed procedures identical to the methods of usual automatic
classification or cluster analysis. This is why the author named these procedures
"areal clustering techniques" (abbreviated to AC- techniques).

AC—technjqqes has the following two phases, which are intended to maintain
compatibility with the aforementioned characteristics of the object region.

Phase_I: NTAP (Numerical Techniques for Areal Partitions)
NTAP is an areal_partitipning system using primarily the data given regularly at
pixels of the object region, such as mesh data and remotely sensed data.

Phase I}: IMAGE (Image Generating Techniques)
IMAGE.1s a sort of image generating system using data obtained from irregular
sampling points, such as dwellers' attitude survey data and environmental data.
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OBJECTIVE OF NTAP

The data covered by NTAP are the multivariate observations given regularly at all
pixels on the plane, and have performed suitable image processing. Data analysis
by this system is made easy or difficult according to the complexity presented by
the object region and the extent of mixing of its characteristics. Application of
NTAP may be considered for the following cases:

(1) When the object region is classified into a number of areas which are not
very intricate in shape and are expected to present relatively uniform
characteristics. For example, if an extensive and flat farmland area is
classified by the kind of crops, each sub-area will be relatively large in
size and homogeneous.

(2) When each region is relatively large, as in case (1) above, but shows a
certain degree of complexity or mixing of characteristics. For example, if a
large area is classified roughly, with LANDSAT data analysis, the sub-regions
such as urban, forest, and farmland areas present different characteristics.

(3) When small areas with specific characteristics or objectives are to be
selected from the region, for example, selection of roads, rivers, or
specific air-polluted areas.

(4) When homogeneous regions can hardly be found and areal clustering is
desirable, according to the degree of mixing of objectives. For example, if
an urban area is classified into green zone, housing district, high-rise
building district, and so on. Besides these objectives are mixed with
scattered, such that the state can be expressed by the term "texture."

Application of NTAP in the immediate future is considered only for cases {1)and(2)
because of the difficulty in developing a system generally applicable to case:(s)
and (4). Cases(3) and(4) call for very individual approaches. Case(3) demands
that geometrical conditions are strictly assumed for the objectives and they
should be distinguished from the peripheral areas, while case(4) requires even
more troublesome processes.

STRATEGIES AND CLASSIFICATION OF NTAP

Areal partitioning by NTAP is intended not just for delineation of areas or
coloring of partitioned areas. Clear delineation or coloring is of no great
importance, and it is often the case that ambiguous delineation is left as it is
or areas with specific characteristics (e.g., areas made up of built-up districts
only) are selected for reclassification. To deal with the varying judgment and
demand of users in areal partitioning, the algorithm of the NTAP is divided into
the following two cases according to whether or not several typical subregions can
be previously defined within the object region.

The first is a case that there is certain prior knowledge which makes it possible
to designate small areas in a given area (such as area A, area B, ...). It is
desirable that these small areas are scattered extensively in as wide an area as
possible. If typical subregions are given, the data of their pixels are subjected
to multivariate analysis and the remaining pixels are classified on the basis of
such analysis. One of the key factors of this procedure, which is described
later, is how the coordinates of the pixels are utilized.

It is the second case that there is no reliable prior knowledge for selecting
typical subregions, and ordinary automatic classification using available data is
performed. In this case, there are many different methods of automatic
classification, but here we employ ISODATA (Iterative Self-Organizing Data
Analysis Techniques-A) because it 1is suited to efficient classification of
voluminous multivariate observations and is also used extensively in the other
analysis of remote sensing data. k-means method and Ward's method are also
capable of processing large volumes of data, but the ISODATA clustering procedure



250 N. OHSUMI

is preferable because it exhibits the basic functions of the other methods and
also displays the function of adjusting the size and number of clusters as well
as repetitive cluster lumping or splitting.

One shortcoming of this procedure is that the large number of parameters to be
given in advancr makes it somewhat difficult to interpret the results of
calculation. To compensate for this shortcoming, actual computer programming must
be worked out with care taken to ensure ease of parameter change, repetitive use
of the same data, and graphical presentation of the results. Areal partitioning
strategies by NTAP are framed as follows, with consideration given to the points
mentioned above.

Strategy I: This strategy is applicable when a plural number of typical
subregions can be specified and sampled to represent each typical region regarded
to be relatively unifrom or homogeneous. In this case, the typical region is
classified in one of the following two ways:

(a) On the basis of statistical analysis of data within typical subregions, all
pixels are allotted to typical regions most closely resembling each other to
classify the regions (such as 4, B, C,...).

(b) The typical regions are firstly classified into 4, B, ¢, ... (primary
classification) and one of them, A for example, 1is further finely
reclassified into 41, 42, 43, ... (detailed reclassification).

Strate I1: This strategy is employed to generate regions corresponding to
typical subregions when it is difficult to choose uniform typical subregions.

(a) A plural number of regions likely to have characteristics in which the user
is interested are designated, and all data contained within these regions are
integrated. Provisional partitioning of selected areas is then conducted by
automatic classification using the integrated data. Designation of typical
subregions is made on the basis of this provisional areal partitioning. This
is followed by the classification of typical regions mentioned in Strategy I
above.

(b) A1l data within the object region are classified into some groups by
automatic classification, and typical subregions are selected on the basis of
results obtained from the classification.

Then all pixels are classified by the nearest neighbor rule according to the
knowledge obtained by multivariate analysis using data within typical subregions
selected above. One of the features of this algorithm is that the user can
determine whether to use the coordinates of pixels by his own free choice, and he
can also determine the distance for classifying the data set and the procedure of
classifying the pixels by his own choice.

(1) Distance for classifying
Let 2 = (u, V5 &1, T25 +ves xp) denote the data of a pixel, where (u, v)
represents the coordinates of the pixel and & = (%1, 2, --., Zp) are the
p-th dimensional multivariate observations at (u, »). Then we consider two
kinds of distance as follows:

Mahalanobis' distance

di = (g - me) Wy (& - m) (1)

where, k = 4, B, C, D, ... (symbols representing typical regions),
me = mean vector of multivariate observations obtained from the data
) within the k-th typical region,
Wk = sample variance-covariance matrix of the data within the k-th

1

typical region Wy is the inverse of the matrix W)
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Normalized zi-norm
The Z,-norm, normalized by the standard deviation of each variable, is
expressed as follows:

p
dy = T |xg - mei| / ogg (2)
=1
where, ¥2 = 7-th element of the vector z,
Mki = i -th element of the vector mg,
Oki = i-th element of the vector 9%,
9% = vector of the standard deviations of the data within the x-th

typical region.

(2) Procedure for classifying pixels
A set of pixels is classified by the following procedure:

(Step 1) The threshold & is specified as a criterion for determining a typical
region to which pixels to be classified belong, and then the typical region %
where g* — m;n g, is searched for.

If d* <&, then it is determined that the observation vector xz belongs to the
typical region k.

If d* > &, one of the following two judgments is made according to which of the
two distances shown above is used:

a) The observation vector z is judged "unclassified" for Mahalanobis' distance.
b) For Z,-norm, the coordinates (u, ») of the pixel in question are added to the
characteristic vector by Step 2 (reclassifying procedure), described below.

In the case of a), pixels not belonging to any typical region remain unclassified
(or may be considered part of a region defined as unclassified). In the case of
b), the vector z is certain to be judged part of some typical region or other.
(Step 2) The reclassifying procedure can be expressed as follows:

d** satisfying the following conditions is selected, and the vector z is
determined to belong to the typical region %.

= T}n {mgn (dy + Akj)} (3)

where k =4, B, ¢, ... (symbols representing typical regions).
k; = g-th subregion in the typical region %.

8%; is the correction term for taking into account the data of coordinates, and it
is defined as follows.

(1), - %, D
A kJ illf + ZD

(2) )
A kj =)

Symbols in these expres-
sions are shown in the
right Figure 1. The
point P is placed arbit-
rarily within the small
typical region kj. If the
location of P 1is not
specified, the center of
gravity of the area k; is
automatically given as a
default value. The user
is free to select any one

of the correction terms. the coordinates of z

v

N

a small typical
subregion k;

Figure 1
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OBJECTIVE OF IMAGE

In case multivariate observations are obtained from points irregularly given in
the object region, and their amount is small in cpmparison yith qhe total number
of pixels, it is difficult to give areas like typical subregions ]n'adyancg or to
generate such areas automatically. In this case, areal partitioning is not
advisable. It is more effective to use limited multidimensional .know1edge at
pixels for which observations are available to generate mu]pidimens1ona1.data at
other pixels by a sort of interpolation. How to use multivariate observations and
pixel coordinates is just as important with IMAGE as it is with NTAP. The
principal objective of IMAGE is to generate information covering the entire plane
by interpolation using limited data at a smq]llnum?er of pixels, and to produge
color images representing the area characteristics in a very rough way. For this
reason, IMAGE can be considered a sort of image generating system, and
classification by IMAGE is intended to give mu]tivariqte observations to .a11
pixels and present them as a color image on a display unit for easy observation.
The IMAGE procedure is as follows:

(Step 1) Let z =(u, v; «) denote a data set on the plane, where (u, v) represents
the coordinates of the pixel and z are the p-th dimensional .mu1t1var1ate
observations at (u, v). Furthermore, let (u*, v*) denote the coordinates of the

pixels to be classified.

(Step 2) The data set excluding the coordinates is classified into L groups by
using suitable automatic classification methods. Several‘class1f1cqt1on methods
are made available, including, in particular, the MST (Minimal Spanning Tree) and
the modified k-means method. The mean vectors z, (2 =1, 2, ..., L) and other
statistics are calculated for each cluster.

(Step 3) The result of clustering is exhibited on a graphic dispaly unit, and
several locates (or representative pixels) are chosen in each cluster, for
example, applying manually the crosshair cursor at each Tlocate. Then, how to
specify the positions and numbers of Tocates should be carefq]]y considered on the
basis of the distribution and density of them. The following modes of choosing
locates are possible:

(a) Specify any locate within the area covered by a cluster o )

(b) Determine a suitable number of observation points by sampling initially given
points ) )

(c) Compute the centroid for each cluster and specify it as the locate

(d) Use the locates thus selected by suitably combining them.

The number of locates is determined in the following manners:

(a) Sample locates from each cluster in proportion to the cluster size
(b) Allot all initially given observations to the Tocates.

(Step 4) After adjusting the position of each selected 1ocqte, the Tfan ﬁector of
the cluster which includes a locate is added to the coordinates (u«*, »*) as the
multivariate characteristic vector.

(Step 5) The multivariate characteristics vectors of q]] pixels to be c]assifigd
are generated by interpolation, and the coloring plane is constructed on the basis
of the generated vector.

To explain this process in more detail, ) ) )
(a) Find X 1locates nearest to and associated with a p1xe] J for smooth
interpolation, and let (“k’ ve) (k=1,2, ..., K)denOQe their coordinates.
(b) The multivariate characteristics vector for the pixel J, generated by
interpolation, is given as follows:
1 K
ima (g 2]+ (1- o)y (5)
k
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where, «

Zik)

weight parameter (0 < a < 1).
mean vector of the cluster which includes the locate k, and

K K
Ui =L wp X I w
bj = F VR Ew) /T vk

where, wz is the weight factor, usually in inverse proportion to the measures
of distance which are Minkowski's metrics, that is, 1

wp =1 /(u* - uk)l” + (v* - uk)”};(r> 0).
In the above expressions, @ becomes the simple moving average of the mean vectors
on K's nearest neighbor locates when @ = 1, and interpolation is performed with
account taken of the effect of distance between the pixel and each locate when o =
0. In other words, o is a kind of parameter for adjusting the smoothness between
pixels.

(Step 6) The characteristics vectors generated by the procedure mentioned in Step
5 above are added to the coordinates (u*, »*) of the pixels, and we have (u*, v*;
p*) for all of them. The vector pu* thus obtained is allotted at any dimension
within the RGB (red, green, blue) ‘gamut and transformed into a color image by
applying an appropriate coloring system to the vector p*.

(Step 7) By the processes mentioned above, the vector u* is converted to an
integer vector and transformed to color image m*. When the (u*, v*; m*) thus
obtained are input to a color display unit, the cluster is presented in smooth,
"cloud-1ike" color gradation. The color image is suitably adjusted and the
shading maps by overprinting are output according to need on the line-printer.

EXPERIMENTAL RESULTS AND BRIEF DISCUSSION

In the actual application of areal clustering techniques, the characteristics of
the entire area in question are estimated on the basis of limited data of the
typical regions or locates. For this reason, it is necessary to extract a part of
the data with known construction to determine the reproducibility of the whole
data construction by areal clustering. This process is also required to check the
suitability of the computer program design and algorithm. Artificially generated
data are required to be as similar to actual data as possible. Consideration must
be given to the multivariate observations at pixels (i.e., correlations between
the variables) as well as to the need to satisfy the actual mixed condition of a
number of areas which are similar and vaguely delineated. To meet this condition
by the use of pseudo-random numbers, a plural number of data sets have been
constructed (see reference [6] for the method of artificial data generation).

These have been constructed as three-dimensional characteristics in which about
four groups are ostensibly mixed in a suitable manner to make the data sets
compatible with the number of pixels in currently used color graphics. Figure 2
shows a data set shading maps for each dimension. When they are implemented on a
color graphic display, they can be seen visually as a color image.

(1) NTAP Experiment

Four typical regions (4,B,C, and D) were assumed with their subregions specified
as shown in Table 1. The positions of each subregion are given as illustrated in
Figure 3. In addition, Zi-norm is taken as distance for classifying and using a
value for § of 3.0. Table 2 presents the classified groups obtained by NTAP. The
4 x 4 cross-classified table, which is placed in the left side of Table 2, shows
the result how the whole pixels within each typical region were reallocated to
four typical regions. That is, the pixels in the off-diagonal part of this table
indicate that they were decided to belong to the different regions from initial
ones. In columns (a) and (b) of Table 2, each value indicates the result
classified into four groups. The upper value of each row indicates the number of
pixels decided directly by using d*, and the lower values are the number of pixels
applying correction term to the d* values. Furthemore, Figure 4 illustrates the
classified map obtained from NTAP, using typical subregions in Table 1. It can be
clearly observed that original image given in Figure 2 is recovered.
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Table 1.  Typical regions provided for experiment of NTAP

Typical subregions
Typical
regions 1 2 3 4 Totals
A 600 204 272 150 1266
B 128 380 252 - 760
G 187 180 110 153 630
D 156 208 228 260 852

(3008)

Table 2. Classified table obtained by applying NTAP to the artificial data shown

in Figure 2
(a) 1st dimension
(a) (b) (c)
Typical Allocated
Regions A B C D | Pixels Totals Totals
A 734 1 69 4 10889 11697 0.1904 | 15269 0.2485
271 3301 3572 0.0581
B 1 480 4 126 10565 11176 0.1819 | 15001 0.2442
1 163 3661 3825 0.0623
C 217 13 423 9 12875 13537 0.2203 | 16500 0.2686
Arstessosasszere.s: 128 1 2834 2963 0.0482
D 2 103 6 534 10967 11612 0.1890 | 14670 0.2388
178 2880 3058 0.0498
Totals 954 597 502 673 45296 48022 0.7816
(b) 2nd dimension 272 163 128 179 12676 13418 0.2184
Totals 1226 760 630 852 57972 61440 1.0000

(c) 3rd dimension

Figure 2 Artificial data set constructed by generating mixtures of three
dimensional normal distributions, using random numbers.
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(a) 1st dimension

ion\)
. &

(symbo]s illustrating each typical reg

Aeae tor B oees '1¢ C wwe wnd 0.

Figure 3 Four typical regions windowed from the digitized object area.

(b) 2nd dimension

Teestototiot ot iilzerttiiiiiiiiels
R R R AR N R R RN RN R

R R R N R R RN R R R R R RN AN

LISt Iet i It siitstelioel

Aoees et B oees t10 Cooee t=0 D oaes 'or (C) 3rd dimension

Figure 4  Showing four groups generated by NTAP using windows shown in Figure 3. ;
9 9 4rop=-9 % g g Figure 5 Shading maps reconstructed by IMAGE from irregularly sampled

locates (500 locates), produced by overprinting.
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(2) IMAGE Experiment

A group of 500 pixels was sampled at random from the same data set used in NTAP
experiment above, and this was followed by image generation by the IMAGE
procedure. Figure 4 shows one of the images generated. Supposed conditios were
K =6, o =0, weight parameter of distance » = 2, that is, the squared Euclidean
distance. k-means method is given as clustering techniques and let Z = 10 for the
number of clusters. Figure 5 is a sort of tentative picture imaged ronghly from
the small-scale observations at the limited points, however, the original feature
is nicely reconstructed.

In all experiments thus far conducted, it was found that reproducibility was
highly satisfactory considering the limited size of data used, indicating that
practical applications of AC-techniques are very possible. Furthermore, to
evaluate the performance of AC-techniques, we applied it to part of actual data
sets collected in the past, and exhibited the classified results of the entire
region on the display, which indicated that the initial image of the region could
be faithfully reproduced. In future, we are planning to apply AC-techniques to
the attitude survey data of urban dwellers in order to explore a policy for
revealing the relationship between actual attitude data and areal environmental
data.
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